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Abstract: In this study we introduce a computationally-driven enzyme redesign workflow for
altering cofactor specificity from NADPH to NADH. By compiling and comparing data from previous

studies involving cofactor switching mutations, we show that their effect cannot be explained as

straightforward changes in volume, hydrophobicity, charge, or BLOSUM62 scores of the residues
populating the cofactor binding site. Instead, we find that the use of a detailed cofactor binding

energy approximation is needed to adequately capture the relative affinity towards different

cofactors. The implicit solvation models Generalized Born with molecular volume integration and
Generalized Born with simple switching were integrated in the iterative protein redesign and

optimization (IPRO) framework to drive the redesign of Candida boidinii xylose reductase (CbXR) to

function using the non-native cofactor NADH. We identified 10 variants, out of the 8,000 possible
combinations of mutations, that improve the computationally assessed binding affinity for NADH by

introducing mutations in the CbXR binding pocket. Experimental testing revealed that seven out of

ten possessed significant xylose reductase activity utilizing NADH, with the best experimental
design (CbXR-GGD) being 27-fold more active on NADH. The NADPH-dependent activity for eight

out of ten predicted designs was either completely abolished or significantly diminished by at least

90%, yielding a greater than 104-fold change in specificity to NADH (CbXR-REG). The remaining two
variants (CbXR-RTT and CBXR-EQR) had dual cofactor specificity for both nicotinamide cofactors.

Keywords: computational protein design; IPRO; cofactor switching; protein engineering; xylitol;
cofactor specificity; nicotinamide

Introduction and Background
The ability of enzymes to catalyze chemical reactions

with great specificity, efficiency, and selectivity pro-

vides the basis of metabolism in all living organisms.

By carefully redesigning metabolism through enzyme

modification, many desired biocatalytic transforma-

tions can be efficiently carried out in a variety of mi-

crobial production hosts. Proteins have been previ-

ously computationally designed to bind new ligands,1

proteins,2 and nucleic acids,3 to improve protein sta-

bility,4,5 as well as to introduce novel enzymatic activ-

ity,6,7 demonstrating that the fundamental rudiments

of molecular recognition can adequately be captured

via computational design. The systematic fine-tuning

of molecular recognition between proteins and ligands

finds many biotechnological applications ranging from

improved catalytic activity,8 improved protein thermo-

stability,9–11 genetic circuits,12 biosensors,13,14 chiral

separations,15 the construction of novel enzymes with

alternative functionality,16,17 the creation of gene
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switches18 and signal transduction pathways.19,20

Many of the aforementioned applications require the

enzymes to operate under unnatural conditions (e.g.,

at elevated temperatures or in nonaqueous environ-

ments), and/or possess altered cofactor or substrate

specificity.21 Even with these successes, predictably

changing a protein’s cofactor specificity has not been

reported via a systematic computational workflow.

In the past few years, there have been many

reported successes of enzyme redesign for altered

cofactor specificity utilizing structural analysis with

site-directed mutagenesis as their method for redesign.

Table I summarizes the best identified mutations

involved in changing cofactor specificity (extending an

earlier compilation).22 Key successful redesigns include

the work of Woodyer et al.23 that succeeded in

Table I. Summarya of NAD(P)(H) Cofactor Engineering Studies Extending from Marohnic et al.22

Source Enzyme Specificity change Mutation(s)b Reference(s)

Candida tenuis Xylose reductase NADPH ! NADH K274R, K274G, K274M, S275A,
N276D, R280H, K274R/N276D

26,27

Corynebacterium 2,5-diketo-D-gluconic acid NADPH ! NADH K232G, R235G, R238H and
F22Y/RS233T/R235E/A272G

29,30

Escherichia coli Glutathione reductase NADPH ! NADH A179G/A183G/V197E/ R198M/
K199F/H200D/R204P

31

Escherichia coli Ketol acid
reductoisomerase

NADPH ! NADH R68D, K69L, K75V, R76D 32

Neurospora crassa Nitrate reductase NADPH ! NADH S920D/R932S 33

Pichia stipitis Xylose reductase NADPH! NADH K270M, K270S/ S271G/N272P/
R276F

25,28

Pseudomonas
fluorescens

p-hydroxybenzoate
hydroxylase

NADPH ! NADH R33S/Q34R/P35R/D36A/ Y37E 34

Rattus norvegicus Cytochrome p450
reductase

NADPH ! NADH S596D 35

Saccharomyces.
cerevisiae

17ß-hydroxysteroid
dehydrogenase

NADPH ! NADH Y49D 36

Sinorhizobium
morelense

1,5-anhydro-D-fructose
reductase

NADPH ! NADH A13G/S33D 37

Anabaena. sp. (strain
PCC 7119)

Ferredoxin: NADPþ
reductase

NADPþ ! NADþ S223D 38

Escherichia coli Isocitrate dehydrogenase NADPþ ! NADþ C201I/C332Y/K344D/Y345I/
V351A/Y391K/R395S

39

Thermus thermophilus Isocitrate dehydrogenase NADPþ ! NADþ K283D/Y284I/N287G/V288I/
I290A

40

Vibrio harveyi Aldehyde dehydrogenase NADPþ ! NADþ T175D, T175E, T175S, T175N,
T175Q

41

Bacillus
stearothermophilus

L-lactate dehydrogenase NADH ! NADPH I51K/D52S 42

Rattus norvegicus Cytochrome b5 reductase NADH ! NADPH D239T 22

Spinacia oleracea Nitrate reductase NADH ! NADPH E864S/F876R 43

Thermus thermophilus ß-isopropylmalate
dehydrogenase

NADH ! NADPH D236R/D289K/I290A/ A296V/
G337Y

44

Bacillus
stearothermophilus

D-lactate dehydrogenase NADþ ! NADPþ D175A 45

Bacillus
stearothermophilus

Glyceraldehyde-3-phos-
phate dehydrogenase

NADþ ! NADPþ D32A/L187A/P188S 46

Gluconobacter
oxydans

xylitol dehydrogenase NADþ ! NADPþ D38S/M39R 47

Homo sapien Human mitochondrial
NAD(P)-dependent
malic enzyme

NADþ ! NADPþ Q362K 48

Pichia stipitis Xylitol dehydrogenase NADþ ! NADPþ D207A/I208R/F209S/N211R 24

Pseudomonas stutzeri Phosphite dehydrogenase NADþ ! NADPþ E175A/A176R 23

Saccharomyces
cerevisiae

Formate dehydrogenase NADþ ! NADPþ D196A/Y197R 49

Thermus thermophilus Isopropylmalate
dehydrogenase

NADþ ! NADPþ S226R/D278K/I279Y/A285V/
P324T/P325Y/G328E/G329R/
S330L

50

Tramitichromis
intermedius

Leucine dehydrogenase NADþ ! NADPþ D203A/I204R/D210R 51

a In all studies, structural analysis was used to determine residues to be mutated. Mutations were introduced by site-directed
mutagenesis except for Liang et al.,28 who used a combinatorial saturation mutagenesis approach.
b The best mutants reported in each study are summarized in this table. Multiple mutations occurring in a single mutant are
separated by ‘‘/’’. Commas are used to separate individual mutants.
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relaxing the cofactor specificity of Pseudomonas stut-

zeri phosphite dehydrogenase from 100-fold in favor

of nicotinamide adenine dinucleotide (NADþ) to three-

fold in favor of nicotinamide adenine dinucleotide

phosphate (NADPþ) using homology modeling and

site-directed mutagenesis to identify and construct a

double mutant. This double mutant showed potential

as an efficient in vitro NAD(P)(H) regeneration system

for reductive biocatalysis.23 Watanabe et al.24 used

site-directed mutagenesis to change cofactor specificity

of a Pichia stipitis NADþ-dependent xylitol dehydro-

genase (PsXDH) from NADþ to NADPþ as part of an

efficient biomass-ethanol conversion system. Their

designs yielded greater activity for NADPþ than NADþ

after redesign. Kostrzynska et al.25 found that in the

aldo-keto reductase (AKR) family of enzymes, the

IPKS (Ile-Pro-Lys-Ser) motif is strictly conserved.

They utilized site-directed mutagenesis at a conserved

Lys-270 in P. stipitis xylose reductase (PsXR) to con-

clude that it binds to the 20-phosphate of the NADPH

(reduced form of NADPþ). Site-directed mutagenesis-

based studies also successfully pinpointed sets of

mutations leading to complete reversal of Candida

tenuis xylose reductase (CtXR) cofactor specificity

from NADPH to NADH (reduced form of NADþ).26,27

Similarly, Liang et al.28 used a semirational approach

called combinatorial active site saturation (CASTing)

to switch cofactor preference from NADPH to NADH

in PsXR.

Purely experimental design efforts relying on com-

binatorial library construction and screening have

been successful for a number of cofactor alteration

studies (see Table I), however, the lessons learned do

not easily generalize to other systems. To address the

lack of a systematic procedure, we introduce a gener-

ally applicable computational workflow based on the

iterative protein redesign and optimization algorithm

(IPRO).52 The approach is tested for the xylose reduc-

tase enzyme from the yeast Candida boidinii (CbXR).

Xylose reductase catalyzes the reduction of the open

chain form of D-xylose to xylitol.

Xylose reductase belongs to the AKR superfam-

ily.53,54 The AKR superfamily shares a common (a/
ß)8-barrel fold without a Rossmann-fold motif and

their members show varied preferences for NADPH

over NADH.55 The active site, conserved in both struc-

ture and sequence in nearly all AKRs, is situated in a

deep cavity inside the (a/ß)8 barrel, and is defined by

a tetrad of catalytic residues. In CtXR, these residues

are Asp-46, Tyr-51, Lys-80, and His-113,56 and are ho-

mologous to Asp-45, Tyr-50, Lys-79, and His-112 in

CbXR. Previous studies56–59 of AKRs have identified

the functional role these residues have on the catalytic

mechanism, but because they are further than 12 Å

from the residues involved in determining cofactor

specificity, they have minimal effect on cofactor bind-

ing. Structures of the apo- and holo- forms of CtXR

have been determined to 2.2 Å resolution.55 This

enzyme selectively binds NADPH over NADH by

roughly 20-fold.27 In contrast, CbXR (62% homolo-

gous to CtXR) is strictly an NADPH-dependent

enzyme. The structure of the homology modeled CbXR

is shown in Figure 1(A), with NADPH bound and

D-xylose situated inside the (a/ß)8 barrel. In Figure

1(B), the cofactor binding pocket is shown with no

hydrogen bonding interactions observed between wild-

type CbXR and NADH. In Figure 1(C), hydrogen bond

interactions are shown between the 20-phosphate in

NADPH and the surrounding residues Lys-272, Ser-

273, and Asn-274. Alignment of AKRs reveals a con-

served Lys residue near position 274 (amino acid posi-

tion 274 in CtXR; position 272 in CbXR), which plays

a critical role in cofactor binding.26 One notable excep-

tion is the presence of an Arg residue rather than Lys

at position 276 of the XR from C. parapsilosis, which

prefers NADH as its cofactor.60 Leitgeb et al. showed

that replacement of Lys-274 with Arg in CtXR results

in reversal of cofactor specificity for NADH over

NADPH.26

Xylitol has been listed among the top value-added

platform chemical products of biomass refining.61 The

production of xylitol from xylose by engineered Esche-

richia coli growing on glucose and expressing a xylose

reductase from either C. boidinii, C. tenuis, P. stipitis,

or Saccharomyces cerevisiae was recently studied.62

Of the enzymes tested, functional expression of CbXR

in E. coli resulted in the highest titers of xylitol pro-

duction. It is unclear whether this is related to its

strict requirement for NADPH or whether it is more a

Figure 1. (A) The structure of the homology modeled CbXR

with NADPH bound and D-xylose situated in a deep cavity

inside the (a/ß)8 barrel. (B) The cofactor binding pocket of

wild-type CbXR containing NADH with no hydrogen bonding

interactions near the 20-hydroxyl group. (C) The cofactor

binding pocket of CbXR containing hydrogen bonding

interactions within 2.5 Å of the 20-phosphate of NADPH.

These hydrogen bonding interactions are important for the

specificity of CbXR for NADPH over NADH. This figure was

made using PyMOL (Delano Scientific).
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function of its expression characteristics. We explored

whether xylitol production could be improved by ena-

bling the use of NADH for xylose reduction. In addi-

tion to a number of other strategies recently

explored,63 we sought a variant of CbXR with either

dual cofactor specificity or specificity toward NADH

(which could then be coexpressed with wild-type

CbXR). In addition, due to the higher stability of

NADH relative to NADPH,29 and the higher cost of

NADPH regeneration compared to NADH genera-

tion,64 a NADH-utilizing CbXR variant may prove

industrially useful. We initially constructed the K272R

mutation in CbXR and found this mutant to be active

on NADH, while NADPH activity was weakened by

fivefold. However, NADH-utilizing activity was less

than 5% of the wild-type enzyme’s activity with

NADPH. We therefore sought to use computational

design to more effectively engineer mutants with activ-

ity toward NADH.

The goal of this work was to explore the computa-

tional design of CbXR to bind (and subsequently oxi-

dize) NADH as its cofactor. We first extracted and an-

alyzed data from various cofactor usage alteration

studies to pinpoint key interactions, factors, and

trends that are discernable when performing cofactor

switches between these particular substrates. We next

validated the use of a computationally-derived interac-

tion energy as a reasonable objective function and

binding free energy surrogate by correlating it to pub-

lished experimental binding results. This surrogate of

cofactor affinity was found to correlate (R2 ¼ 72%)

with experimental activities for a system previously

designed using IPRO.52 Our working hypothesis was

that computationally generated sets of mutations that

improve binding of NADH to CbXR will lead to

mutants that exhibit enzymatic activity on NADH.

Next, we modified the IPRO framework as presented

by Saraf et al.52 to improve modeling accuracy by add-

ing implicit solvation models to drive the identification

of sets of mutations that have increased affinity for

NADH as evidenced by improved interaction energies,

as well as increased stability for the CbXR mutants rel-

ative to the wild-type. Lastly, we constructed and

experimentally tested the best variants predicted by

IPRO to assess the value of computations to drive

redesign.

Results

Analysis of results from previous cofactor
engineering studies

We first explored whether the experimentally observed

binding affinities for NAD(P)(H) and/or enzymatic

activities requiring these cofactors can be explained by

using simple metrics such as residue volume, charge

and hydrophobicity. Net charge,65 hydrophobicity,66

and side-chain volume67 data for all amino acids were

collected. A structural alignment was performed for

the nicotinamide binding pockets targeted by muta-

tional studies of the following proteins: glutathione re-

ductase (GR),31 ketol acid reductoisomerase (KARI),32

p-hydroxybenzoate hydroxylase (PHBH),34 2,5-diketo-

D-gluconic acid (2,5-DKG),29,30 1,5-anhydro-D-fructose

reductase (1,5-AFR),37 isocitrate dehydrogenase (IDH),39

glyceraldehyde-3-phosphate dehydrogenase (GAPDH),46

P. stipitis xylitol dehydrogenase (PsXDH),24 ferrodoxin:

NADPþ reductase,38 and L-lactate dehydrogenase (L-

LDH).42 The nicotinamide cofactor binding pockets of

these proteins were aligned to the NADPH binding

pocket of CtXR using Combinatorial Extension.68

These proteins were chosen as they are well character-

ized and most had high resolution crystal structures

available. The structural alignments used RCSB Protein

Data Bank (PDB)69 crystal structures to provide the

atomic coordinates for all structures except for PsXDH,

which was constructed via the SWISS-MODEL first

approach method.70,71 The results of the different nico-

tinamide binding pockets structurally aligned with

Combinatorial Extension are shown in Table II. Signifi-

cant structural similarity in the nicotinamide cofactor

binding pockets was found across the enzymes used

based on their root of mean square deviation (RMSD)

Table II. NAD(P)(H) Binding Pockets Structurally Aligned with Combinatorial Extension

Protein
PDB
code

Sequence
positions
aligned

RMSD
binding

pocket (Å)

Sequence identity of
binding pocket (%)
(20–50 residues)

Overall
RMSD
(Å)

CtXR 1MI3 270–290 0.0 100.0 0.0
GR 1GER 170–210 1.9 6.2 4.9
KARI 1YRL 60–80 2.9 12.5 4.4
PHBH 1PBB 20–50 2.5 12.5 4.5
2,5-DKG 1A80 220–250 0.8 50 1.3
1,5-AFR 2GLX 2–49 1.7 18.8 3.7
IDH 2D1C 280–300 3.25 12.5 4.7
GAPDH 1GD1 180–200 3.26 6.2 5.28
PsXDH a 200–220 1.42 15.8 4.9
Ferrodoxin: NADPþ reductase 1QUF 220–240 3.31 6.2 5.15
L-LDH 1LDB 46–70 1.88 0 5.31

a This structure was generated utilizing the SWISS-MODEL first approach homology modeling method as there was no initial
PDB crystal structure available.70,71
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values. In contrast, no significant sequence alignment

occurred in the binding pockets of the sampled pro-

teins and that of CtXR, except in 2,5-DKG, where there

is 50% sequence similarity.

Based on previous mutational studies performed

on CtXR, positions Lys-274, Ser-275, and Asn-276

emerged as key locations to mutate to increase cofac-

tor specificity for NADH over NADPH.27,53,72 We

defined Positions 1–3 as the residues that are aligned

to K274, S275, and N276, respectively. Positions 1–3

are nearby the phosphate group in NADPH, but are

over 12Å from the hydride transfer site in the catalytic

mechanism, highlighting that these positions affect

cofactor specificity and affinity but are not directly

involved in the reaction. Next, a statistical analysis on

charge, hydrophobicity, and volume was performed for

each design position structurally aligned to CtXR in

both their NADP(H) and NAD(H)-preferring forms for

the residues listed in Table III. This allowed us to dis-

cern whether any of those metrics played an identifia-

ble role in cofactor specificity. For each position, we

calculated the average value of each parameter, as

depicted in Figure 2 with error bars representing 95%

confidence intervals.

While differences exist between the average values

for charge, hydrophobicity, and volume, the average

Table III. Residues Used in Calculating Average
Properties of NAD(P)H-Binding Residues

Protein

NADP(H) ! NAD(H) preferring

Position 1 Position 2 Position 3

CtXR Lys!Arg Ser!Ala Asn!Asp
GR Val Gly Ala
KARI Leu Arg!Asp Lys!Leu
PHBH Glu Arg!Ser Gln!Arg
2,5-DKG Lys!Gly Ser Val
1,5-AFR Met Ser!Asp Thr
IDH Lys!Asp Tyr!Iso Ala
GAPDH Ala!Leu Ser!Pro His
PsXDH Val Ala!Asp Arg!Iso
Ferrodoxin:NADPþ

reductase
Iso Ser!Asp Arg

L-LDH Lys!Iso Ser!Asp Ala

Figure 2. Comparison of average hydrophobicity, volume, charge, and BLOSUM62 score for all design positions. Error bars

are shown for a 95% confidence interval. No statistically significant signal was found except for charge in position 2, where

NADH-preferring residues were found to be more negative than NADPH-preferring residues, which is consistent with previous

reports in the literature.
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values are well within their confidence intervals for

the mean, indicating no statistically significant signal.

In position 2, enzymes preferring NAD(H) over

NADP(H) were on average more negative compared

with NADP(H)-preferring enzymes, which is consistent

with what would be expected. The more positively

charged residues electrostatically interact with the neg-

atively charged phosphate of the adenosine ribose in

NADP(H). The residues that are more negative in the

NAD(H)-preferring enzymes may be compensating for

the lack of the negative 20-phosphate present in

NADP(H) and are stabilizing the 20-OH in the

enzymes’ NAD(H)-bound form.32,34 In addition, we

performed a similar analysis using the BLOSUM6273

scores of the mutations in each position leading to

altered cofactor specificity. The BLOSUM62 scores

reported are based on the change in amino acid when

going from NADPH-preferring to NADH-preferring

residues. There was no statistically significant differ-

ence in the average scores per position. Notably, the

mutations considered resulted, on average, in negative

BLOSUM62 scores, indicating generally nonconserva-

tive mutations.74 These results do not mean that

charge, hydrophobicity, volume, and BLOSUM62

scores do not have an effect on the affinity for differ-

ent cofactors. Instead, they imply that the effect of

each factor separately is not monotonic or even dis-

cernible in isolation of all other metrics. Therefore,

straightforward approaches using size, charge or

hydrophobicity observations to suggest successful en-

zymatic redesigns cannot be successfully applied.

Given the insufficiency of simple metrics to drive rede-

sign, we next explored whether calculated binding

affinities could be used to support enzyme redesign.

Comparison of calculated interaction energies

of enzyme-NAD(P)(H) complexes

versus affinities
Here we explore whether cofactor interaction energy is

an adequate surrogate of cofactor specificity to drive

computational cofactor alteration. To test this, we con-

trasted calculated interaction energy values (through

CHARMM75,76) with published kinetic parameter data

from a study aimed at changing specificity from

NADPH to NADH in CtXR.27 We compare the results

of interaction energy changes calculated with and

without solvation effects to determine whether the

substantially increased computational cost needed for

solvation is necessary.

The crystal structure of CtXR with NADH bound

(PDB:1MI3) provided the starting coordinates for this

analysis.69 For this complex, we imposed a harmonic

restraint to all nonhydrogen atoms with a force con-

stant of 0.1 and mass weighting enabled. The

CHARMM force field was applied and the complexes

were energy minimized using the Adopted Basis-set

Newton-Raphson (ABNR)75 method with the General-

ized Born with a simple switching implicit solvent

model (GBSW).77,78 The energy function in CHARMM

accounts for forces from van der Waals interactions,

bond stretching, bond angles, dihedral (torsion)

angles, improper dihedral angles, electrostatics, and

solvation. All minimizations converged successfully

within the iteration limit. The interaction energy for

the minimized wild-type complex was calculated using

the Generalized Born with molecular volume integra-

tion (GBMV)79,80 implicit solvent model as:

Interaction energy ¼ energy of complex

� energy of Apo enzyme� energy of cofactor ð1Þ

The interaction energy represents the intermolec-

ular component of total energy. The minimized wild-

type structure was then mutated in positions relevant

to altering cofactor specificity for NAD(P)H

as reported in the literature.27 Each mutated structure

was minimized and had its interaction energy

calculated using the same methods applied to the

wild-type structure. DInteraction energy was then cal-

culated as:

DInteraction energy ¼ interaction energyðmutantÞ

� interaction energyðwild-typeÞ ð2Þ

Here we used GBSW in all energy minimizations

to ensure proper packing of hydrophobic cores while

GBMV was used to approximate the solvation compo-

nent for the interaction energy calculations. In the

GBMV method,79,80 the effective Born radius is com-

puted by numerical integration of the molecular vol-

ume. The Coulomb field approximation includes a

higher order correction term to improve agreement

with the radii calculated from solving the Poisson-

Boltzmann equation. The GBMV method was used for

the interaction energy calculations because it is highly

accurate but still more tractable in an iterative form

than other options, such as solving the Poisson-Boltz-

mann equation. The minimizations utilized the GBSW

model, as the GBMV model may utilize a sharp molec-

ular surface representation for some systems, which

would lead to large fluctuations in energy and cause

stability problems in the simulations. GBSW is very

similar to GBMV, but it is 2–3 times faster since it

replaces the computationally expensive molecular sur-

face calculation with a simple smoothing function at

the dielectric boundary. GBSW’s use of a smoothed

dielectric boundary allows the change in polarization

forces to vary more smoothly compared to GBMV.

For mutations changing cofactor specificity from

NADPH to NADH, Figure 3 shows the calculated

changes in interaction energy from (wild-type to mu-

tant) including solvation against experimental ground

state binding energy data outlined in Petschacher

et al.27 The correlation coefficient value is equal to

67%. This implies the calculated interaction energy

2130 PROTEINSCIENCE.ORG Computational Design of Candida boidinii
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explains 67% of the variance in the experimental bind-

ing data. Although not a fully quantitative description,

this is generally sufficient for rank ordering of differ-

ent enzyme redesigns. When eliminating the implicit

solvation model GBMV from the energy calculations,

the correlation was reduced to 24% (data not shown),

implying the need to include solvation effects in

enzyme redesign. With these observations, we next

modified and used the IPRO52 framework to account

for solvation based on the GBSW and GBMV models

to explore redesigns for CbXR.

Computational predictions using IPRO

Using the modified IPRO, we were able to generate

variants of CbXR with improved interaction energies

for NADH by targeting the design positions Lys-272,

Ser-273, and Asn-274 in the NADPH binding pocket.

The wild-type interaction energies of CbXR-

NADH and CbXR-NADPH were calculated to be �232

kcal/mol and �339 kcal/mol, respectively, and the

interaction energy improvements towards NADH as a

result of mutations predicted by IPRO for the top 10

designs are reported in Table IV. The mutants gener-

ated improvements in interaction energies for NADH

by up to 78% relative to the wild-type and were

selected among the 203 (¼ 8000) possible combina-

tions of mutations. The interaction energies of the

redesigned variants with the native cofactor NADPH

were also calculated to assess the effect of the NADH

binding improving mutations on the retention or abol-

ishment of affinity for NADPH. Notably, we found that

mutations in position 272 to methionine to be most

effective at suppressing binding affinity based on an

increase in interaction energy for the native cofactor.

This is in agreement with the experimental results

derived by Petschacher et al.27 who found that the

K274M mutation in the homologous CtXR increases

NADPH dissociation and reduces the catalytic effi-

ciency of CtXR utilizing NADPH. The increased hydro-

phobicity of the methionine side chain relative to

Figure 3. Changes in experimental ground state binding

energies from Petschacher et al.27 versus our calculated

changes in interaction energies. Shown are the changes in

interaction energy with solvation showing reasonable

correlation with the experimental data (R2 ¼ 67%), whereas

changes in interaction energy without solvation correlated

significantly less with the experimental data (R2 ¼ 24%) (data

not shown).

Table IV. Computational and Experimental Results

Mutations

DInteraction
energyNADH

(kcal/mol)

DInteraction
energyNADPH

(kcal/mol)

Activity
with NADH

(mU/mg protein)

Activity
with NADPH

(mU/mg protein)
Specificity

(NADH/NADPH) DCharge

Wild-Type 0 0 0.7 � 2.2 78.6 � 4.7 0.01 0
EDS �181 42 12.8 � 2.1 5.5 � 2.7 2.4 �3
EDR �133 29 1.9 � 0.8 <0.1 >19 �2
MGD �129 181 17.1 � 1.1 1.9 � 0.6 8.9 �2
GGD �126 195 19.0 � 0.8 4.3 � 0.8 4.4 �2
EQR �103 �10 4.1 � 0.6 72.3 � 5.2 0.06 �1
RTT �102 �30 14.4 � 2.3 109.3 � 16.5 0.13 0
MES �99 180 1.81 � 0.4 <0.1 >18 �2
MAE �92 266 5.4 � 1.3 <0.1 >54 �2
REG �79 135 11.2 � 3.1 <0.1 >112 �1
RSE �70 15 10.8 � 1.2 29.5 � 0.4 0.37 �1
R �60 �9 7.4 � 2.5 14.7 � 5.4 0.5 0
Negative controls
RNI �45 74 <0.1 ND ND 0
KKG 101 232 <0.1 ND ND 1
RHC �73 127 <0.1 ND ND 0

a The top designs predicted by IPRO with their changes in interaction energies are reported. The mutation labels (e.g., EDS)
correspond to positions 272, 273, and 274 respectively in CbXR. The wild-type interaction energy with NADH was calculated as
�232 kcal/mol and with NADPH as �339 kcal/mol.
b The NADH and NADPH-linked activities of the CbXR variants are reported in this table for comparison with the computa-
tional predictions. Values of <0.1 indicate activity could not be detected above the background value in the absence of xylose.
ND indicates the activity was not determined.
c The net local change in charge was calculated as a result of mutation and provided since charge was found to be important in
determining cofactor specificity.
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lysine may imply that the orientation of the methio-

nine side chain with respect to bulk water is not

favored.27,53

In Figure 1(B), no hydrogen bonding interactions

were present between NADH and the design positions

chosen in CbXR. In contrast, as shown in Figure 4,

the best computationally-derived design, CbXR-EDS

(involving three point mutations K272E, S273D, and

N274S) improved the interaction energy by �181 kcal/

mol while forming a number of new hydrogen bonds

between CbXR and the NADH. These newly formed

hydrogen bonds likely explain the acquired affinity for

NADH. Note that a hydrogen bond with the glutamic

acid at position 272 stabilizes the 30-OH of NADH

(near the 20-phosphate position of NADPH).

In nine out of the ten variants generated, includ-

ing CbXR-EDS, the net charge change of the residues

in the three positions considered is negative relative to

the wild-type, with the change in CbXR-EDS being

greatest (-3). This is in agreement with the results of

the statistical analysis presented above. Presumably,

this is because the more positively charged residues in

the NADP(H)-bound enzymes electrostatically interact

with the negatively charged phosphate of the adeno-

sine ribose. The residues with a higher net negative

charge change in the NAD(H)-preferring enzymes, spe-

cifically the Asp and Glu residues, are thought to

provide a significant portion of substrate specificity

for NAD(H) by hydrogen bonding to one or both

of the 20- and 30-OH and to compensate for the lack

of a partially negative 20-phosphate present in

NADP(H).23,32,34,81 Also, in three of the top five

designs, position 272 was mutated to glutamic acid,

indicating that this may be a critical mutation in

changing the cofactor specificity of this enzyme.

Interestingly, CbXR-EQR and CbXR-RTT in-

creased binding affinity for NADH, as required by

IPRO, but also increased binding affinity for the origi-

nal cofactor NADPH. Of the mutants generated,

CbXR-RTT was the only design in which the net

charge change as a result of mutation in the three

design positions did not change. Comparing CbXR-

RTT to the wild-type, there is no significant change in

hydrophobicity or side-chain volume in any of the resi-

dues compared to the wild-type. Conservative in-

creases in side-chain volume as a result of the muta-

tions may slightly increase van der Waals and

hydrogen bonding interactions to fine-tune the enzyme

to bind NADH as well, without disrupting the original

hydrogen bonding network and positive charge prefer-

ence of the 20-phosphate of NADPH

With these computationally-predicted designs, we

next experimentally assessed the effect of the predicted

mutations on cofactor preference to assess the efficacy

of our computational predictions.

Experimental results

We experimentally constructed the top 10 predicted

designs to test the computational procedure and also

shed light onto the functional significance of muta-

tions in the binding pocket of CbXR. One additional

mutant (CbXR-R) was also constructed by mutating

Lys-272 to Arg. The wild-type lysine in this position

provides a positive charge for NADPH binding and the

mutation of this residue to Arg was previously shown

to change the cofactor specificity of CtXR from

NADPH to NADH.26,27 As negative controls, we also

constructed three mutants not predicted by IPRO

(CbXR-RNI, -KKG, -RHC).

Specific activities (lmol/min/mg) of clarified cell

lysates containing the engineered CbXR mutants in

the presence of 300 lM NADH and 300 mMD-xylose

were measured and are presented in Table IV. Wild-

type CbXR, as expected, clearly showed activity for

NADPH (78.6 mU/mg protein) and less than 1 mU/

mg protein of activity for NADH. Interestingly, while

all top 10 predicted designs clearly displayed some lev-

els of NADH-linked enzymatic activity, all three nega-

tive controls exhibited a complete loss of reductase ac-

tivity. Interaction energy calculations were performed

on the negative controls for completeness. Notably,

CbXR-KKG was calculated to have worse affinity for

both cofactors, which is consistent with the observa-

tion from results presented above for mutants having

a net positive charge change. CbXR-RNI and CbXR-

RHC were calculated to have increased affinity for

NADH and decreased affinity for NADPH, with zero

net charge change. The lack of NADPH activity for

these mutants with no local charge change bolsters the

importance of charge in determining specificity and af-

finity for cofactor.

Figure 4. CbXR-EDS binding pocket containing NADH. The

mutated residues Glu-272, Asp-273, and Ser-274 are

labeled. Hydrogen bonding interactions are observed within

2.5 Å between the negative Glu-272 and the 30-OH from

NADH. This figure was made using PyMOL (Delano

Scientific).
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Experimental results for redesigning the cofactor

binding pocket of CbXR for NADH specificity con-

firmed a number of important computationally pre-

dicted redesign trends. Cofactor specificity of this

enzyme is markedly influenced by different amino acid

substitutions in three design positions. Replacement of

Lys-272 by Arg, which was previously shown to com-

pletely reverse nicotinamide cofactor specificity in

CtXR,26 also yielded NADH activity in CbXR while

weakening the NADPH-linked catalytic activity (by

approximately fivefold; see Table IV). While this mu-

tant did not make the top 10 predicted designs, off-

line interaction energy calculations showed a signifi-

cant �60 kcal/mol (26%) improvement in interaction

energy toward NADH relative to the wild-type CbXR.

The effect of this mutation on NADH binding is clearly

dependent on amino acids in positions 273 and 274.

In the presence of Arg at position 272, mutation of

Ser273 and Asn274 to larger and more hydrophobic

amino acids in CbXR-RNI and CbXR-RHC resulted in

a complete loss of reductase activity, whereas smaller

and more hydrophilic amino acids at these positions

in CbXR-REG, CbXR-RTT, and CbXR-RSE exhibited

improved enzymatic activity.

In agreement with the computational results, me-

thionine in position 272 is found to improve binding

and activity for NADH while abolishing activity for

NADPH. It appears that more negatively charged resi-

dues in the design positions help to explain the

observed cofactor affinity alterations, as the net charge

change for the three residues in CbXR-MGD, CbXR-

MAE, and CbXR-MES is negative relative to wild-type.

This may serve to compensate for the lack of a par-

tially negative 20-phosphate in NADP(H).23,32,34,81

Of the mutants experimentally tested, only CbXR-

RTT showed activity toward NADH and also increased

activity for NADPH. This is consistent with the computa-

tional results in that the binding affinity for both cofac-

tors was increased for this mutant (Table IV). CbXR-

EQR was predicted computationally to have a small

increase in affinity for NADPH while also binding

NADH. Experimental results revealed a slight decrease

(�8%) in activity for NADPH while introducing novel ac-

tivity for NADH. Cofactor specificity of the designed

mutants was measured as the ratio of activity on NADH

versus NADPH. Seven of the ten predicted mutations

exhibited specificity values greater than one, indicating

greater specificity for NADH. Four mutants (EDR, MES,

MAE, REG) exhibited completely diminished (<0.1 mU/

mg) activity on NADPH, most likely as a result of local

charge repulsion between the 20-phosphate and the more

negative residues in the design region. Mutant CbXR-

REG exhibited a greater than 104-fold change in sub-

strate specificity from NADPH to NADH.

The variants that showed the highest activity toward

NADH, (i.e., CbXR-GGD, CbXR-MGD, and CbXR-RTT)

were further analyzed by determining their Michaelis ki-

netic parameters for NADH and NADPH in the presence

of saturating concentrations of D-xylose (300 mM). Data

were fitted to the Michaelis-Menten equation for a single

substrate using nonlinear least squares regression as

shown in Figure 5. Km and Vmax values are listed in Table

V. The Km values for the mutant enzymes and wild-type

CbXR are comparable, however, the Vmax values for these

mutants are approximately one order of magnitude lower

than the one for the wild-type enzyme. This suggests that

NADH binding strength for these mutants is comparable

to that of NADPH to the wild-type, and that IPRO suc-

cessfully improved substrate binding. Figure 6 highlights

the computationally-predicted enzyme-cofactor interac-

tions for the best three mutant enzymes. NADH binding

is suggested to be stabilized by a network of hydrogen

Figure 5. Michaelis-Menten plot for (A) wild type CbXR

with NADPH and (B) three tested variants of engineered

CbXR with NADH.

Table V. Michaelis-Menten Constants for Wild-type and Mutant CbXR

Engineered CbXR with NADH Wild-type CbXR with NADPH

CbXR-GGD CbXR-RTT CbXR-MGD CbXR

Km (lM) 238 � 24 205 � 12 169 � 12 307 � 87
Vmax (mUnits/mg) 10 � 0.6 16 � 0.5 9 � 0.3 152 � 25
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bonds, absent in the wild-type enzyme, as well as van der

Waals interactions between the side chains of residues in

the design positions and the 20- and 30-OH groups in

NADH. In CbXR-GGD [Fig. 6(A)] and CbXR-MGD [Fig.

6(B)], new hydrogen bonding interactions were estab-

lished between the new residues and bridging phosphate

groups in NADH. It is interesting that mutations to gly-

cine were selected, perhaps to introduce conformational

flexibility that allows better placement of the new cofac-

tor in the binding pocket. In CbXR-RTT, new hydrogen

bonding interactions appear to stabilize the 30-hydroxyl

group both for NADH [Fig. 6(C)] and NADPH [Fig.

6(D)]. New hydrogen bonds from Arg-272 and Thr-274

are found to stabilize the 20-phosphate group in NADPH.

These mutations yield a net neutral charge change, which

may be why both cofactors can be bound without sub-

stantial electrostatic resistance.

Figure 7 plots the natural log of specific activity

against interaction energy for all mutants. For NADPH

[Fig. 7(A)] there was a 79% correlation, and only 30%

for NADH [Fig. 7(B)]. The difference in the ability of

the interaction energy to predict differences in activity

toward the two cofactors may be related to the fact

that the position of NADPH is based on crystallo-

graphic data,55 while NADH was computationally

docked using ZDOCK (Version 2.3),82 causing some of

the catalytic atoms to be positioned suboptimally for

the reaction to occur. An alternate explanation for this

difference in correlations is that mutations that

improve NADH binding may also disrupt xylose reduc-

tion to some extent, in which case activity will not

necessarily correlate with interaction energy.

Discussion

Redox enzyme variants with dual or switched cofactor

preference are useful choices in metabolic engineering

studies to better understand the role of cofactor utili-

zation in strain performance. To date, strategies to

engineer nicotinamide cofactor specificity have mainly

relied on structural analysis and site-directed

Figure 6. Structures of redesigned NAD(P)H binding

pockets. (A) CbXR-GGD and (B) CbXR-MGD establish new

hydrogen bond interactions between the mutated residues in

CbXR and the bridging phosphates in NADH. The net charge

change of these mutations is negative which may serve to

compensate for the lack of negative 20-phosphate in NADH.

The mutations to glycine may serve to add conformational

flexibility in the backbone to allow proper positioning of the

NADH. CbXR-RTT, the mutation predicted by IPRO that was

experimentally found to have dual cofactor specificity,

bound to NADH (C) and NADPH (D). New hydrogen bond

interactions are shown stabilizing the 30-phosphate in NADH

and NADPH from Arg-272, which may be the cause of the

dual cofactor specificity. In NADPH, new hydrogen bonds

are found to stabilize the 20-phosphate group from Arg-272

and Thr-274. A neutral net change in charge is thought to

contribute to dual cofactor specificity as well. All hydrogen

bonds shown are within 2.5 Å. This figure was made using

PyMOL (Delano Scientific).

Figure 7. Plots of the natural log of specific activity toward

NADPH (A) or NADH (B) versus interaction energy for CbXR

mutants described in this study. The correlation coefficient

for mutants yielding activity for NADPH is 79%, whereas

the correlation is only 30% for NADH.
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mutagenesis (see Table I). Despite a number of suc-

cesses, a systematic computational workflow to drive

design of cofactor specificity has been absent.

In this article, using a modified IPRO workflow

we identified sets of mutations that changed the nico-

tinamide cofactor specificity of CbXR from its physio-

logical preference for NADPH, to the alternate cofactor

NADH. We used calculated interaction energies to

determine the increased or decreased affinities of

CbXR variants for both nicotinamide cofactors, which

were verified by our experimental results. Modifying

the computational framework to account for implicit

solvation77,78,79 effects, we conclude that the increased

computational expense needed to account in detail for

solvation using GBSW and GBMV was warranted, as

manifested by the successful experimental redesigns.

Seven out of ten mutants proposed computationally to

have increased affinity toward NADH were verified

experimentally to bind and show significant activity to-

ward NADH. Two variants identified by IPRO (i.e.,

CbXR-EQR and CbXR-RTT) led to dual cofactor speci-

ficity with preference for NADPH. Our results suggest

interaction energies can successfully serve to introduce

activity towards a new cofactor. Nevertheless, reaching

the activity levels of the wild-type enzyme using the

native cofactor for the redesigned enzymes using the

new cofactor remains a challenge.23 For example, for

CtXR, Petschacher et al.27 through site-directed muta-

genesis was able to achieve increased catalytic effi-

ciency for the alternate cofactor, but only at 27% of

the native cofactor’s efficiency (mutant K274R). Addi-

tional engineering efforts are therefore necessary to

further increase activity toward NADH by expanding

the list of positions for mutation. Specifically, it may

be necessary to proactively design the catalytic atoms

in the binding pocket.

Given there were only three design positions, we

believe the reported top ten designs are a good repre-

sentation of the top performing ones. The rotamer/

residue selection step in IPRO converges to the glob-

ally optimal solution for the randomly perturbed u
and w angles, however, a rigorous mathematical proof

is not possible given the reliance on a simulated

annealing step after every backbone relaxation/redock-

ing step. Our computational results showed that the

CbXR variants binding NADH are characterized by a

net negative charge change in the binding pocket. We

suggest that this net negative charge change coupled

with the predicted new hydrogen bonding interactions

between the mutants and NADH are important factors

in ushering the change in CbXR’s cofactor specificity.

This is consistent with what has been observed in the

literature: more negative residues in the binding

pocket of NAD(H)-preferring enzymes compensate for

the lack of partially negative 20-phosphate of the

NADP(H).32,34,81 In summary, the computational pro-

cedure presented here can serve as a powerful tool

for introducing enzyme activity toward a non-native

cofactor. It can be applied to other enzyme-cofactor

systems, and the methodology can be extended to

engineer specificity toward oxidized or reduced nico-

tinamide cofactors, as well as to non-nicotinamide

cofactors of interest such as AMP and GMP.

The modified IPRO algorithm is available at

http://maranas.che.psu.edu.

Materials and Methods

Modified IPRO computational procedure
The IPRO framework, which was previously developed

by our group,52,83 performs enzyme redesign by opti-

mally identifying mutations in the protein sequence

using energy-based scoring functions. The modified

IPRO algorithm is available for download at http://

maranas.che.psu.edu. In this effort, we added the

implicit solvation models GBSW and GBMV to the

minimization and interaction energy calculation steps,

respectively. The steps of the algorithm are as follows.

First, design positions are selected, and the torsion

angles in a small region around a design position of

the backbone are perturbed by up to �5 degrees. The

vast majority of evolutionary engineering studies over

the past 10 years involve simple uphill walks on the

plot of fitness versus sequence.84 As a result, the posi-

tions chosen for redesign of CbXR were Lys-272, Ser-

273, and Asn-274 after structurally aligning CbXR

with CtXR using Combinatorial Extension68 between

residues 200–290 and based on previous cofactor en-

gineering studies on CtXR.26,27 Next, all amino acid

rotamers consistent with these torsion angles are

selected at each position from the Dunbrack rotamer

library.85,86 For the design positions, the rotamers

considered include all amino acids, whereas for nonde-

sign positions, the possible rotamers are only those

from the native amino acid. Next, rotamer-rotamer

and rotamer-backbone energies are calculated for all

of the selected rotamers in the previous step using the

energy function presented in Kuhlman et al.5 A mixed-

integer linear programming formulation is then used

to select the optimal combination of rotamers in the

design window such that the energy is minimized for

the torsion angles considered. The backbone of the

protein is next relaxed through energy minimization

with the GBSW implicit solvation model to allow the

backbone to adjust to the new side chains. The ligand

position is then readjusted in the next step with

respect to the modified backbone and side chains

using the Fast-Fourier Transform ZDOCK docking

software82 (Version 2.3) with constraints added to

block residues 8Å from the binding pocket from being

considered in the docking step. The interaction energy

of the protein-ligand complex is next evaluated with

the GBMV implicit solvation model and the move is

accepted or rejected based on whether the interaction

energy has been improved relative to the best design

thus far with the Metropolis criteria87 to escape local
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minima. Please refer to Saraf et al.52 for further details

of the algorithm. Here IPRO was used to identify the

optimal set of rotamers or residues on CbXR in the

NADPH binding pocket necessary to increase the affin-

ity for NADH over NADPH.

Although a high-resolution crystal structure of

CbXR has not been determined, the amino acid

sequence of CtXR88 is sufficiently similar to that of

CbXR89 to act as a plausible model for CbXR (62%

sequence similarity). The model structure of CbXR

was constructed by homology modeling through Mod-

eller using defined geometrical restraints between the

conserved atoms of binding pocket residues and the

cofactor obtained from the homologous CtXR crystal

structure with NADPH bound (PDB: 1K8C).55

IPRO was performed with the modifications for

solvation on a Linux PC cluster using eight 3.06GHz

Xeon CPUs with 4GB RAM for 2 CPU days to improve

the interaction energies of CbXR for NADH. In each

iteration, interaction energy calculations took �6 sec-

onds of CPU time per evaluated mutant.

Experimental procedure
The redesigned proteins were constructed using stand-

ard site-directed mutagenesis techniques90 and all

sequences were verified by DNA sequencing. Proteins

were then expressed in E. coli BL21 as follows: Seed

cultures (10 mL in LB medium containing 50 lg/mL

kanamycin) were grown at 37oC to an OD600 of �2.0

and were used to inoculate cultures by dilution to a

final OD600 of 0.1 in 125 mL of LB (50 lg/mL kan).

When the cultures (at 37�C) reached an OD600 of 0.6–

0.7, protein expression was initiated by adding 1.0

mM IPTG and transferring the cell cultures to 30�C.

After 9 hours of induction, cells were pelleted by cen-

trifugation at 3200 g for 20 min, washed twice with

25 mL of 50 mM potassium phosphate buffer (pH

7.5). Cell pellets were stored at �20�C until use. The

cell pellets were resuspended to a final OD600 of 100

in ice-cold lysis buffer (50 mM potassium phosphate

buffer (pH 7.5), 4 mM MgCl2, 3.3 lg/mL DNase I).

Cells were lysed by three passes through a French

Pressure cell press, and centrifuged at 4�C, 3750 g for

25 min to separate cellular debris. The resulting super-

natant contained the soluble xylose reductase.

Xylose reductase activity was measured in 96-well

microtiter plates using a Spectra Max Plus384 plate

reader. A typical enzymatic reaction contained

300 mM xylose, 300 lM b-NADPH or 300 lM b-
NADH, 50 mM potassium phosphate buffer (pH 7.5),

40 lL cell lysate supernatant and 5 mM KCN (to

reduce background dehydrogenase activity) in 200 lL
total final volume. Reduction in the b-NADH or b-
NADPH concentration was monitored by the decrease

in absorbance at 340 nm [extinction coefficient �6.2

(mM cm)�1]. Reactions were initiated by adding

reduced cofactor and measurements were taken every

3 seconds for 90 seconds. One unit is defined as the

enzyme activity that consumes 1 lmol of NADH or

NADPH in one minute (background activity in the ab-

sence of xylose is subtracted). Total protein concentra-

tion was measured using the Quick StartTM Bradford

protein assay protocol (Bio-Rad laboratories) based on

binding of Coomassie Blue dye to proteins. Bovine se-

rum albumin was used as a standard.
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